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Abstract Spectral derivative analysis, a commonly used tool in analytical spectroscopy, is described for
studying cirrus clouds and aerosols using hyperspectral, remote sensing data. The methodology employs
spectral measurements from the 2006 Biomass-burning Aerosols in Southeast Asia field study to demonstrate the
approach. Spectral peaks associated with the first two derivatives of measured/modeled transmitted spectral
fluxes are examined in terms of their shapes, magnitudes, and positions from 350 to 750nm, where variability is
largest. Differences in spectral features betweenmedia aremainly associatedwith particle size and imaginary term
of the complex refractive index. Differences in derivative spectra permit cirrus to be conservatively detected at
optical depths near the optical thin limit of ~0.03 and yield valuable insight into the composition and hygroscopic
nature of aerosols. Biomass-burning smoke aerosols/cirrus generally exhibit positive/negative slopes, respectively,
across the 500–700nm spectral band. The effect of cirrus in combined media is to increase/decrease the slope as
cloud optical thickness decreases/increases. For thick cirrus, the slope tends to 0. An algorithm is also presented
which employs a two model fit of derivative spectra for determining relative contributions of aerosols/clouds to
measured data, thus enabling the optical thickness of the media to be partitioned. For the cases examined,
aerosols/clouds explain ~83%/17% of the spectral signatures, respectively, yielding a mean cirrus cloud optical
thickness of 0.08±0.03, which compared reasonably well with those retrieved from a collocated Micropulse Lidar
Network Instrument (0.09±0.04). This method permits extracting the maximum informational content from
hyperspectral data for atmospheric remote sensing applications.

1. Introduction

Over the years, derivative analysis has been used extensively in analytical spectroscopy for discerning subtle
changes in the spectral shapes of organic materials [O’Haver and Green, 1976]. Consequently, this has proven
to be a valuable tool in pharmacology and biomedicine [e.g., Bellisola and Sorio, 2012]. This technique has also
been more recently applied to nadir-viewing, hyperspectral remote sensing measurements in the
geosciences, yielding valuable information on the scattering and absorption properties of the target media.
Examples of applications that have employed this approach include ocean color monitoring and crop stress
detection using Hyperspectral Imager for the Coastal Ocean [Tufillaro and Davis, 2012] and Airborne Visible/
Infrared Imaging Spectrometer [Estep and Carter, 2005] measurements, respectively. A review of published
literature reveals that there are very limited applications of this technique that focus exclusively on Earth’s
atmosphere, particularly with respect to using high spectral resolution data. Earlier work exploited spectral
curvature information found in multispectral, ground-based measurements for partitioning fine/coarse
mode aerosols [e.g., O’Neill et al., 2003], while others employed derivative analysis for removing atmospheric
effects to detect surface targets [e.g., Philpot, 1991]. The aim of this study is to apply the principles of
derivative spectroscopy to hyperspectral ground-based data for investigating the spectral signatures of
aerosols and cirrus clouds. Higher spectral resolution provides a greater opportunity for probing the fine
optical structure of the medium, which may not be possible using discrete, narrowband channels.

Tsai and Philpot [1998] discuss in detail the methods and caveats of derivative analysis for studying high-
resolution, spectrally continuous, remote sensing data. The current work builds on these methods for applications
in the atmospheric sciences. To demonstrate the utility of this approach, we take advantage of comprehensive
ground-based measurements from the NASA’s Surface-based Mobile Atmospheric Research & Testbed
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Laboratories (cf. http://smartlabs.gsfc.nasa.gov/) during the 2006 (26 February–5 May) BASE-ASIA (Biomass-
burning Aerosols in Southeast Asia: Smoke Impact Assessment) field campaign [Lin et al., 2013; Tsay et al., 2013]
in Phimai Thailand (15.183°N, 102.565°E). Biomass-burning smoke aerosols pervade much of Southeast Asia
(SEA) [Hyer et al., 2013; Tsay et al., 2013] and are often found to coexist with cirrus clouds [Tsay et al., 2013].
Consequently, this region has been amajor focus of research including the study of thin cirrus contamination in
aerosol retrievals [e.g., Chew et al., 2011; Huang et al., 2011, 2012, 2013], the assessment of aerosol direct
radiative effects [e.g., Hsu et al., 2003], and the study of aerosol-cloud interactions [Lin et al., 2014]. Hereafter,
all the spectral measurements, unless otherwise noted, are considered to be hyperspectral and measured at
the surface.

Previous work has shown the successful application of using longwave IR spectral measurements for
studying cirrus clouds and aerosols [e.g., Guo et al., 2005; Yang et al., 2005; Hansell et al., 2008, 2010, 2012].
However, since the signal-to-noise ratio (SNR) is stronger at shorter wavelengths due to scattered solar
radiances, this study focuses exclusively on the visible shortwave IR (SWIR) spectral region. Shortwave spectral
measurements have already been used for studying liquid water clouds [e.g., McBride et al., 2011] and for
quantifying cloud and surface effects [Rabbette and Pilewskie, 2002]. A review of the literature seems to
suggest that applying spectroscopic methods to ground-based, high spectral resolution SWIR data for
studying cirrus clouds and aerosols have not yet been conducted. It is therefore within this framework that
the current study was designed. Motivated by earlier works, and the availability of an extensive data set, the
main objectives are to

1. investigate the sensitivity of ground-based solar spectroradiometric measurements to cirrus and aerosols,
2. apply derivative analysis to partition cirrus cloud optical thickness (COT) from retrieved aerosol optical

thickness (AOT) measurements, and
3. validate results using retrieved COTs from a collocated Micropulse Lidar (MPL).

In short, we explore ways by which spectroscopic techniques can be employed for hyperspectral remote
sensing of atmospheric particles.

To address these objectives, the theoretical basis is first discussed, followed by model sensitivity studies to
examine the spectral characteristics of cirrus and aerosols. A demonstration of the derivative technique is then
presented using selected aerosol-cirrus cases from BASE-ASIA identified from the Micropulse Lidar Network
(MPLNET) [Welton et al., 2001], Aerosol Robotic Network (AERONET) [Holben et al., 1998], and Moderate
Resolution Imaging Spectroradiometer (MODIS) MOD06 [Platnick et al., 2003] data. This study adopts the
commonly used classifications for cirrus in terms of COT [Sassen and Cho, 1992]: subvisual (τc< 0.03),
thin (0.03< τc< 0.3), and opaque (τc> 0.3). We extend our analysis of the sensitivity of measured spectra to
COT within a span of 0.01–1.0 to evaluate the extent to which the spectral content of the signal can be
exploited for partitioning cirrus from aerosols.

During BASE-ASIA, forest fires to the north of Phimai near Myanmar, Laos, and Northern Thailand (e.g., Chiang
Mai—18.795°N, 98.998°E) resulted in relatively high particulate matter (PM) 10 surface concentrations (e.g.,
PM10~100μgm

�3), with peak intensities noted in March 2006 [Li et al., 2013]. However, due to prevailing
winds from the south, Phimai experienced lower PM10 levels (~33 ± 13μgm�3), indicating smaller
contributions of smoke aerosols from the burning events. Observed aerosols in Phimai were primarily from
regional agricultural fires (e.g., open burning of rice straw) and industrial/traffic emissions from nearby
metropolitan areas [Li et al., 2013]. The spectral features associated with biomass-burning smoke and urban
pollutants are examined to partition their roles from that of cirrus in the spectral measurements.

Critical to this work are high-frequency measurements from a solar spectroradiometer (Analytical Spectral
Devices (ASD) FieldSpec Pro, PANanalytical Inc., http://www.asdi.com), which yielded ~2months of highly
resolved spectral fluxes (λ= 350–2500 nm). The ASD has been previously used in absolute radiometric
calibration studies [Kindel et al., 2001] and for acquiring spectral surface reflectance measurements for
characterizing the optical properties of soils, vegetation, etc. [e.g., Bassani et al., 2009; Clevers et al., 2010].
Details of the ASD and its measurements for this study are provided in section 2.

The paper is arranged as follows: Section 2 presents the observations and models used, followed by a
description of themethodology in section 3. Next, sensitivity studies of the spectral characteristics of aerosols
and cirrus are given in section 4. A demonstration of the derivative technique is then presented in section 5
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using selected aerosol-cirrus cases. Lastly, results and uncertainties are examined in section 6, with
concluding remarks given in section 7.

2. Observations and Models
2.1. Instruments and Measurements

Among the primary measurements considered in this study (Table 1), spectral and broadband direct-normal
solar fluxes were observed, respectively, using an ASDmounted on a Kipp and Zonen solar tracker (model 2AP)
directly alongside an Eppley Normal Incident Pyroheliometer (NIP: http://www.eppleylab.com). The spectral
range of the ASD is from λ=350–2500nmwith a nominal 1 nm spectral resolution. The NIP, on the other hand,
is a broadband radiometric instrument that covers the wavelength range λ= 280–2800 nm. The ASD uses

three detectors: a 512 element silicon
photodiode array for the spectral
region λ=350–1000nm (visible near
IR), and graded index, thermal
electrically cooled, extended range
InGaAs photodiodes for the spectral
regions λ=1000–1830nm (SWIR1) and
λ=1830–2500nm (SWIR2).

As shown in Figure 1a, the
configuration of the ASD fore optic
consists of a manufacture-provided
Direct Irradiance Attachment (DIA),
with a field of view (FOV) of 1.5° that is
connected to a full-sky flux remote
cosine receptor (RCR). A cutaway of
the RCR directly interfaces to the
spectrometer via a fiber optic assembly
(Figure 1b). This arrangement allows
for continuous direct-normal solar flux
measurements to be made while
tracking the Sun. Hence, in this
configuration, the instrument behaves
as a spectroradiometer, similar in
principle to the Solar Spectral Flux
Radiometer [Pilewskie et al., 2003]. With
the RCR attached, the manufacturer
performs a radiometric calibration to
convert raw measurements into
spectral fluxes.

For consistency, this study compares
the ASD’s integrated flux against
that measured by a collocated NIP

Table 1. Primary Measurements

Instrument Model Measurement Usage

Pyroheliometera NIP solar flux constrain solar spectral data
Spectrometer ASD solar spectral flux simulated by model
Sun photometer Cimel AOT at 0.34, 0.38, 0.44, 0.5, 0.67, 0.87, and 1.02μm; PWVb model’s AOT and total column water vapor inputs
Lidar MPL NRB profiles model’s input—infer aerosol profile/cloud height
Imager Total Sky Imager sky image cloud identification
MODIS - MOD06 cloud properties COT used as model constraint

aCross comparison.
bPWV=precipitable water vapor.

Figure 1. (a) Shown, for illustrative purposes only, are the ASD (circled
region) and Eppley NIP mounted to the Kipp and Zonen 2AP solar tracker.
A Direct Irradiance Attachment (DIA) which restricts the angular FOV to 1.5°
mounts to the full-sky flux remote cosine receptor (RCR). (b) Illustration
depicting the ASD RCR that interfaces to the spectrometer’s fiber optic
assembly (figure courtesy of PANalytical).
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calibrated by Eppley Laboratory. For
reference, the NIP has a FOV of ~5.7°.
A scale factor is applied to each ASD
channel (2151 total channels),
accounting for the restricted FOV by the
instrument’s DIA. Figure 2 shows the
comparison between the integrated/
scaled ASD spectra and coincident NIP
flux measurements for one of the cirrus
cases used in this study (3 May 2006;
section 5). Both instruments were
collocated on a solar tracker, and their
FOVs are both larger than the angular
size of the solar disk (~0.5°). Therefore,
discrepancies in the measurements are
likely attributable to the inherent thermal

effect present in broadband radiometers [Ji et al., 2011]. Using theMODTRAN radiative transfer code (section 2b),
spectral fluxes were calculated for 3 May 2006 and then integrated across the ASD spectral domain. Figure 2
shows the resulting fluxes (black “x”) for comparison, which interestingly enough, shows better agreement with
the ASD than with the NIP. This is because the ASD is not affected by thermal noise [Ji et al., 2011].

2.2. Radiative Transfer and Optical Models

For this study, MODTRAN (v.5.2.0.0) was used to simulate the ASD spectral fluxes for wavelengths spanning
λ=300–2500 nm. MODTRAN [Anderson et al., 2009; Berk et al., 2006, 2008] is a narrowband atmospheric
radiative transfer model (RTM) that has been used extensively [e.g., French et al., 2003]. The model’s spectroscopic
data are based on the high-resolution transmission molecular absorption 2008 line compilation [Rothman et al.,
2009]. The model atmosphere is horizontally homogeneous and allows user-defined clouds and aerosols to be
located at prescribed heights. A climatological tropical atmospheric profile [Anderson et al., 1986] is employed
for all simulations, with solar and viewing geometry settings (i.e., solar and sensor zenith angles) constrained using
the time stamps of the ASD spectral measurements. Geolocation and altitude data for Phimai were also used as
model input. The model’s total precipitable water was scaled 1.2 times to match regional column water vapor
amounts (~4.2 cm) during the deployment period. Sensitivity of derived COTs to columnwater vapor is addressed
later in section 6. Spectral fluxes (in units of Wm�2 nm�1) were generated using MODTRAN’s 5 cm�1 resolution
molecular band model, convolved to the Gaussian slit function of the ASD and then linearly interpolated to the
spectral domain of the instrument for subsequent analysis.

Cloud optical properties used to characterize ice particles in this study were derived from MODTRAN’s subvisual/
standard cirrus models (4μm/64μm mode radii, respectively), with user-prescribed inputs of cloud geometrical
thickness (km), cloud base altitude (km; relative to sea level), and 0.55μm layer extinction (km�1). Default cloud
thickness, base altitude, and profile extinction for the subvisual/standard models are 0.2 km, 11.0 km, 0.028 km�1/
1.0 km, 11.0 km, and 0.14 km�1, respectively. Both are based on Mie solutions assuming a lognormal size
distribution. A 10μmeffective diameter (Deff) ice cloud bulk scatteringmodel, commonly employed in Terra/Aqua
MODIS studies [Baum et al., 2011] was also used (http://www.ssec.wisc.edu/~baum/Cirrus/Solar_Spectral_Models.
html). Themodel spans thewavelengths λ=0.40–2.2μmwith a resolution of 0.01μm. ADeff of 10μmwas chosen,
since most sampled ice crystals that characterize optically thin cirrus, common for the SEA region, have size
distributions that are generally within 10μm [Heymsfield and Jahnsen, 1974].

Based on MPL (532nm) normalized relative backscatter (NRB) profiles (section 5) and data from the MPLNET cloud
detection and classification algorithm [e.g., Campbell et al., 2008; J. R. Lewis et al., Overview and analysis of the
MPLNET version 3 cloud detection algorithm, manuscript in preparation, 2014], high-level cirrus were commonly
found at altitudes (H) of ~11–15kmwith cloud thicknesses (ΔZ) between 0.5 and 1.0km. This is consistentwith those
identified from other field experiments near the tropics [e.g.,McFarquhar et al., 2000]. For this study, a range of COTs
(0.01–1.0) that spans the optical regimes for cirrus (subvisual, thin, and opaque) [Sassen and Cho, 1992] was used.

The aerosol models in this study were selected based on their representativeness of biomass-burning smoke
and regional pollutants. Li et al. [2013] found organic matter and sulfate to be the most dominant aerosols in

Figure 2. The diurnal variability in the total measured flux (Wm�2) as
measured by the ASD (gray markers) and NIP (solid black line) for cirrus
case 3 May 2006. Note that the two data sets are well correlated with each
other, with absolute differences attributed to the inherent thermal
characteristics of the NIP [Ji et al., 2011]. Also shown for reference are
calculated fluxes for the same day.
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Phimai during BASE-ASIA. Mostly occurring in the finemode, the totalmass of these particles (PM2.5) accounted for
nearly 70% of the measured PM10—similar to what was found in nearby metropolitan areas—and likely
attributable to vehicular emissions. The variable nature of soot in this region (~3.0–9.4μgm�3), reported in other
studies [e.g., Kim Oanh et al., 2006; Sahu et al., 2011], suggests that it can contribute to local aerosol loading. To
account for urban aerosols, we used a soot model based on the refractive indices of Shettle and Fenn [1979].
Note that the latter data were based on a study of the refractive index of carbonaceous materials [Twitty and
Weinman, 1971]. Additional aerosol models from the Optical Properties of Aerosols and Clouds (OPAC) database
[Hess et al., 1998] were also employed, including sulfate, elemental carbon, as well as insoluble and water-soluble
components. Since average relative humidity (RH) was ~65% during the experiment, the hygroscopic properties
of aerosols were important. Consequently, these aerosols were examined using OPAC-provided data under
variable RH conditions (50%, 70%, and 90%).

We also employed a user-defined smoke model from Carr, 2005, hereinafter referred to as the biomass-burning
(BB) model, for simulating biomass-burning aerosols. It consists of a mixture of organic matter, elemental
carbon (soot), and water-soluble compounds and was originally developed to represent smoke aerosols in Jabiru,
Australia. Similar aerosols were also reported in the SEA region during previous studies [Li et al., 2013]; hence,
the BB model serves as a reasonable proxy for demonstration purposes in the current work. Regional differences
in particle properties will result in model uncertainties.

Lastly, an aerosolmodel based on AERONET-retrieved optical properties at Phimai was used. Although aerosols are
rarely spherical, Mie-calculated single-scattering properties (i.e., single-scattering albedo, asymmetry parameter,
and extinction coefficient) were used for all the OPAC and soot aerosols for simplicity. The spectral properties were
calculated from λ=0.2–2.5μm and then integrated over particle sizes centered about a fine-mode peak of
~0.1μm. Measured number/volumetric size distributions during BASE-ASIA peaked around 0.1μm/0.33μm,
respectively [Li et al., 2013]. The BB and AERONET models’ single-scattering properties are from Carr [2005] and
AERONET retrievals, respectively. All AOTs are defined at 0.50μm. Consistent with MPL observations, all aerosols
were defined as boundary layer aerosols in the RTM, where inputs (Table 2) were constrained by measurements
during the field experiment and available data from the literature.

3. Methodology: Derivative Spectral Analysis

Detailed changes in observed flux can be difficult to discern in a zeroth-order spectrum. However, spectral
derivatives can facilitate identifying subtle changes in flux resulting from aerosol and cloud extinction. Hence,
derivative spectra can be linked to scattering and absorption processes in the atmosphere that are mainly
functions of particle size and complex refractive index. Although higher-order derivatives (order >2) have
been useful in spectroscopy [e.g., Butler and Hopkins, 1970], the current study employs the first two
derivatives, as these likely contain the signal’s maximum spectral content.

Since derivative spectra are sensitive to noise, a smoothing algorithm is needed to optimize the SNR. Here
the commonly used Savitzky–Golay algorithm [Savitzky and Golay, 1964] is employed, where a 31 nm wide
moving filter is applied to both modeled and measured data using a second-order polynomial fit within the

Table 2. MODTRAN Inputs

Parameter Source Comment

Location Observations Phimai Observatorya

Atmospheric profile Model Tropical profile
Solar incident angle Observations Derived from location/time of ASD measurements
Aerosol optical thickness Observations AERONET Sun photometer (λ=0.55μm)
Water vapor Model/Observations Scaled atmospheric profile to match measurements
Aerosols Literature/Observations Several sources employed in the studyb

Aerosol distribution MPL/modelc

Clouds Model/Literature/Observationsd

Surface albedo Literature Spectral measurements not sensitive to albedo

aLongitude 102.565°E, latitude 15.183°N; 230m above sea level.
bOPAC aerosols, BB model [Carr, 2005], and AERONET derived properties at Phimai.
cMPL provides reference for aerosol distribution in model.
dMODTRAN cirrus models, bulk cirrus model from ice scattering database, and MOD06-retrieved cloud COT.
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filter window. For higher-order spectra,
noise becomes amplified. Hence, to
improve the fit, the width of the filter
window is increased to 71 nm or about 2
times larger. The smoothing parameters
were adjusted to maximize the spectral
content of the data without suppressing
key features. Note that the modeled data
are smoothed since the media’s
extinction coefficients only cover
discrete spectral points (i.e., they are not
continuous). We also point out that there
is a balance between noise reduction
and the spectral resolution of the data.
For example, a large reduction in noise
could conceivably remove important
subscale absorption features. However, a
lower SNR will likely bias the derivative
spectra, thus rendering the technique
ineffectively. The effects of applying
different smoothing algorithms are
detailed by Tsai and Philpot [1998].

After smoothing, a finite divided
difference approximation is used to
compute the nth-order spectral

derivatives of flux, F. First- and second-order derivatives can be computed, respectively, as

∂F
∂λ

� �
i

≈
F λið Þ � F λj

� �
Δλ

(1)

∂2F
∂λ2

� �
j

¼ ∂
∂λ

∂F
∂λ

� �
j

≈
F λið Þ � 2F λj

� �þ F λkð Þ
Δλð Þ2 (2)

where λi< λj< λk and bandwidth Δλ (i.e., sampling interval) control the degree of detail extracted from
the spectra. For first derivatives, a narrow bandwidth (Δλ≤ 5 nm) reasonably captured changes in the
transmitted flux of cirrus clouds and aerosol. Because the risk of losing spectral details increases as larger
sampling intervals are used, a Δλ of 1 nm was chosen for this study to demonstrate the methodology.
With higher-order derivatives, the SNR decreases. Therefore, bandwidth Δλ must be increased to improve
the signal content. Consequently, for second derivatives, a Δλ of 20 nm was selected. Optimization schemes
for selecting desired sampling widths in atmospheric data sets will be further explored in future work.
Examples of derivative spectra are discussed below.

Lastly, positive peaks of the derivative spectra were identified by searching for their associated downward
zero crossings. These locations mark the wavelengths at which one can expect maximum change in spectral
flux to occur for aerosols and cirrus. Consequently, the algorithm uses these points in the spectral fitting
across the range λ= 350–750 nm, where variability is largest (details are discussed in section 4). Examples of
smoothed first- and second-order derivative spectra for ASD measurements and modeled data (cirrus and
aerosol), with the noted positive peaks, are presented in Figure 3. It is worth pointing out the magnitude and
phase differences between the spectra, particularly from ~500 to 700 nm. The first derivative spectrum for
cirrus, for example, is relatively flat, whereas for aerosol, there are many marked features likely attributable to
the diverse chemical makeup of aerosols versus ice. A shift in peak positions (~10 nm) between cirrus and
aerosol/ASD observations is also evident in the second derivative spectrum around 500 nm. These subtle
differences between spectra yield important clues for fingerprinting atmospheric media.

The flux spectrum, Ftot(λ), can be decomposed into its component parts by assuming that it is a weighted,
linear combination of aerosols and clouds over the spectral range of the instrument. By exploiting the

Figure 3. Smoothed (a) first- and (b) second-order derivative spectra for
both observed (observations: black) and modeled (cirrus/aerosols) data
(λ=350–750 nm), where variability in the measurements is largest. Cirrus
and aerosols are marked by the blue and red/magenta curves, respec-
tively. Positive peaks, which denote maximal change in spectral flux,
correspond to the wavelengths employed in the fitting algorithm.
Magnitude and phase differences between spectra are evident, owing to
the diverse physicochemical properties in the media.
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shorter wavelengths (λ= 350–750 nm), the effects of strong water vapor absorption and low SNR in the
measurements at the longer wavelengths (Figure 7) are removed. Weighting factors, (w), denote the relative
significance of each component taking on the values of either 0 or 1 depending on the modeled-measured
differences in the first and second derivatives. The form of the observed spectrum is given by

Ftot λð Þ ¼
Xn
i¼1

w að Þi �F að Þi þ w cð Þi �F cð Þi
� �

; (3)

where the summation is solved over the total number (n) of wavelengths corresponding to the positive peak
positions in the derivative spectra. The aerosol (a) and cirrus (c) contributions are given by the first and
second terms, respectively. Note that wavelength dependence is implicit in both terms (wλ, and Fλ). The
partitioning methodology employed is analogous to determining how much variability in the measured
spectrum can be explained by the individual component parts such that

%aerosol ¼

Xn
i¼1

w að Þi
n

(4)

%cirrus ¼

Xn
i¼1

w cð Þi
n

(5)

Statistical significance testing of computed derivatives between the cirrus and aerosol modeled data shows
all model combinations to be statistically significant at the 99% confidence level (α= 0.01) using a two-tailed
Student’s t test. Here the t statistic is defined as

t ¼ ma �mcffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eað Þ2 þ Ecð Þ2

q ; (6)

where ma/mc are the averaged derivatives for the aerosol/cirrus models, respectively. The denominator is the
standard error of the slope differences, with Ea/Ec being the respective standard errors of each component. In the
presence of cirrus, particularly thin cirrus, retrieved AOTs (τ′aer) from ground-based Sun photometrymeasurements
will contain a certain amount of error. Hence, the spectrally dependent AOT (τaer) can be expressed as

τ ′aer λð Þ ¼ τaer λð Þ þ ε λð Þ; (7)

where ε(λ) are the effects of clouds, etc. For this study, ε(λ) =COT (λ) at λ=550nm. Of course, Rayleigh scattering
and ozone contributions to the total optical thickness are also important. However, we approximate their
contribution relative to that of aerosol as negligible. Following equations (4)–(6), cirrus COTcan be determined by

COT ¼ τ ′aer λð Þ �%aerosol •τaer λð Þ; (8)

where the second term can be regarded as an adjusted AOT value.

4. Simulations: Spectral Characteristics of Aerosols and Cirrus

Simulations of spectral fluxes for aerosols/cirrus were conducted to gain further insight into the underlying
physics of the measurements and address the detection limits for cirrus. Individual cloud and aerosol
components are assessed first, followed by aerosol-cirrus combined scenes.

4.1. Cirrus Scene

A series of experiments were designed to examine the spectral characteristics of cirrus clouds, under the
assumption that cloud base altitude, based onNRB profiles, is constrained at 13 km.MODTRAN-provided subvisual
and standard cirrus models were used to examine the sensitivity of transmitted spectra with respect to changes in
COT (0.01< τc< 1.0) to evaluate the detection limits of cirrus. Note that for subvisual/thin and opaque cirrus,
MODTRAN’s 4μm/64μm cloud models were employed, respectively. All other cloud parameters (e.g., cloud base
altitude) were held constant, and with the exception of one reference aerosol run (BB model—AOT=0.5), all
aerosols were turned off for this experiment. The result of the experiment is presented in Figure 4.

To highlight the spectral responses, the color of the curves progressively varies from dark to light blue as COT
decreases. Figure 4a reveals that spectral changes in response to varying COT differ by nearly an order of
magnitude. Similar trends in spectral shapewere also foundwhen decreasing the geometrical thickness of cirrus
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from ΔZ=1.0–0.25km (not shown).
Clearly, as cirrus clouds become optically
thinner, the spectral flux slopes become
steeper at the shorter wavelengths
(λ< 400nm). Evidently, in the limit of
increasingly thinner cirrus, the spectral
signature approaches that for clear-sky
conditions (green curve), where visibility
is prescribed at 80 km in the RTM.

The magnitudes of the clear-sky
derivative spectra (Figures 4b and 4c) are
largest and are set apart from cirrus and
aerosol. Across specific spectral bands,
particularly between ~475–525nm and
~550–570nm, the first derivatives
(Figure 4b) for aerosol are of opposite
sign to those of clear-sky and cirrus. Also,
between ~495 and 500nm, the second
derivative spectra (Figure 4c) reveal an
approximate 2nm separation in the

inflection points ∂2F=∂λ2 ¼ 0
� �

between

cirrus and aerosol spectra. Importantly,
the above relationships hold true over
the range of COTs tested, including
optically thin cases. This suggests that the
differences in derivatives can be
exploited for separating themedia. Based
on these differences, a conservative
estimate of the lower COT detection limit
is ~0.03 (thin cirrus regime).

4.2. Aerosol Scene

Similar to cirrus clouds, aerosols are also
examined using the same methodology
but with two additional tests designed to
observe the spectral sensitivity to

changes in aerosol composition and hygroscopic behavior, respectively. The former test includes water-soluble
(WS) and -insoluble (WI) components, sulfate (SU), soot (SO), and biomass-burning smoke (BB), and for
comparison, an optical model derived from AERONET-retrieved data (3 May) at Phimai (AER). The AER model was
based on data (asymmetry parameter and extinction/absorption optical depths) at wavelengths corresponding to
the sky radiance measurements (440nm, 670nm, 870nm, and 1020nm) and then interpolated within MODTRAN
across the spectral domain. The latter test evaluates the spectral response to hygroscopic particle growth due to
extreme changes in RH (0–90%). To estimate these effects, an empirical formulation of the growth factor from Li
et al. [2013] is applied to sulfate particles.

The aerosol results are presented in Figure 5. Spectral sensitivity to composition (Figure 5a), assuming dry particles
(RH=0%), reveals a strong dependence on the type of aerosols present and occurs mainly from λ~350–750nm.
From the aerosol types examined, a few distinct groups of spectral signatures are evident. Note the similarity in
slope between the BB and AER models, compared to that of other aerosols. SU, by comparison, is found to be
nearly spectrally flat, whereas SO is momentarily flat with increasing wavelength following a moderate peak and
then rapidly decreases with increasing wavelength. WS and WI both peak quickly then steadily decrease with
increasing wavelength (note that the WS and WI spectra are similar). Spectral sensitivity is minimal at longer
wavelengths (Figure 5b), since these aerosols mostly consist of submicron particles [Li et al., 2013].

Figure 4. Sensitivity in simulated cirrus spectra (blue curves) for COT using
MODTRAN’s 4μm/64μm ice cloud models compared to (a) clear-sky and
aerosol (BB) conditions. Cloud base altitude (H) and thickness (ΔZ) are
prescribed to be 13 km and 1 km, respectively. Cloud extinction (km�1) is
varied to yield COTs of 0.01, 0.075, 0.25, 0.5, and 1.0. The arrow points in
the direction of decreasing COT. All spectra were constrained at 05:00
Coordinated Universal Time (UTC) (12:00 local time) centered at Phimai
(15.183°N, 102.565°E). (b and c) First- and second-order spectral derivatives,
with the same color code in Figure 4a, are also shown.
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Relative to dry particles, growth factors varied between ~1.0 and 2.0 for changes in RH in the range of
50–90%, respectively. Aerosol hygroscopic growth in high-RH environments is important, as it can lead to
enhancements in scattering [Pan et al., 2009]. Figure 5c shows the change in spectral shape for SU when RH
increases from 0 to 90%. Consequently, a change of sign in spectral slope (500–700 nm) for SU is evident
(refer to Figure 7), where higher RH causes the slope to become positive.

The dominant spectral response occurred when column AOT was perturbed (Figure 5d). Scaling AOT by a
factor of 2–3 times has the effect of significantly decreasing the spectral slopes at the shorter wavelengths.
The least sensitive test performed was in changing the aerosol height/thickness (not shown), since aerosols
were observed to be mostly constrained in the boundary layer, as corroborated by MPL measurements and
which has been found to be a relatively common attribute regionally [Campbell et al., 2013].

4.3. Combined Aerosol and Cirrus Scene

The spectral sensitivity of a cirrus-BB aerosol combined spectrum is presented (shaded orange curves,
Figure 6a). Clear-sky (green curve), cirrus (COT = 1: blue curves), and aerosol (red curves) spectra, all
calculated at 12:30 P.M. local time, are also shown for reference. For the combined scene, results
conclusively show that the signal is unsurprisingly a weighted spectrum of the two-component spectra,
which of course is dependent on the cirrus/aerosol model parameters. As AOT increases between 0.25, 0.5,
and 1.0 (labeled 1–3, respectively, and the color shading becomes progressively darker), the combined
signal transitions from a reasonable cirrus fit to one that becomes more aerosol-like (i.e., better agreement
in the shortwave slopes), making it difficult to partition the COT. From an aerosol perspective, this scenario
is likely to be optimal anyhow, since cirrus contamination will have a negligible impact on aerosol
retrievals. On the other hand, under light to moderate AOT conditions (~0.25), the effects of cirrus become
more discernible.

In Figure 6b are two sets of curves representing the slopes of aerosols from λ= 500–700 nm, as a function of
AOT (τ = 0.0–2.0), combined with two limiting cases of cirrus: thin cirrus (τc= 0.01: light color) and thick cirrus
(τc= 1.0: dark color). The individual curves depict a total of nine aerosol types. Immediately, one can see that

Figure 5. (a) Sensitivity of aerosol composition on spectra for an AOT of 1.0 near solar noon at the short wavelengths. (b)
Same as Figure 5a but for the longer wavelengths. Spectra marked BB/AER are most representative of an aerosol mixture.
The remaining spectra are the single-aerosol species derived from OPAC: SO, SU, WI, and WS, all evaluated at RH= 0%. (c)
Hygroscopic behavior of sulfate from RH=0% to RH= 90% using an empirical growth factor of 1.6 [Li et al., 2013]. (d)
Spectral sensitivity to AOTusing the BBmodel. From top to bottom, AOT (τ) increases in the order of 0.5, 1.0, and 1.5. As AOT
increases, the slopes progressively decrease at the shorter wavelengths. See text for details.
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as cirrus becomes optically thicker, the
spectral slopes of the transmitted
spectra become virtually flat (i.e., they
all tend to zero); however, as COT
decreases, the effect of aerosols
becomes more pronounced, with the
slopes deviating from 0 and increasing
in magnitude. Generally, across this
bandwidth, the tendency is for cirrus to
pull the slopes more negative as COT
increases and vice versa. Relative to the
slope for low background aerosol
conditions (�0.0008 at AOT= 0.05) with
no cirrus (COT= 0), a perturbation in
COT of 0.01 (subvisual regime)
introduces a 1% slope increase in the
transmitted spectra, which in a noisy
background may be difficult to discern.
Further perturbations in COT of
0.03–0.3 (thin cirrus regime) have a
much larger effect on the relative
slopes (~4–34%, respectively). Finally,
for thick cirrus (COT= 3.0), the slopes,
as shown, are nearly flat. Interestingly,
the BB and AERmodels were also found
to exhibit positive slopes (for AOT≥ 0.3)
compared to the negative slopes for
thin cirrus and the single-component
aerosol species (e.g., sulfate and soot)
under dry (RH= 0%) conditions. The
slopes are of opposite sign because the
absorption coefficients of the media
increase/decrease over this
bandwidth. For relatively thin cirrus
only, when COT is varied from 0.1 to 1.0
(not shown), the slope remains
negative but becomes more positive as
COT increases.

To gauge model performance, simulations are compared to ASD spectra for two near-extreme cases
identified with MPL and AERONET data: (1) low-aerosol loading (AOT~0.16) under high-level cirrus
conditions (3 April at 03:02 UTC) and (2) high-aerosol loading (AOT~1.1) with no detectable cirrus (11 March
at 03:20 UTC). It is noted that the averaged MPL-retrieved COT for 3 April (~0.02 over lidar ratios 15/30 sr)
was used to constrain the model. Figure 7 compares the measured (solid black) and modeled (dashed gray)
spectra, respectively, for both cirrus (upper curves) and aerosol (lower curves) cases. Modeled/measured
spectral slopes from 500 to 700 nm are given by the gray/black dashed lines, respectively. Note that
aerosols/cirrus have slopes that are positive/negative, respectively. For 3 April, a mixed scene consisting of
BB aerosol and thin cirrus (4 μm model) was used, while for 11 March, the same BB aerosol model was
employed for aerosol-only conditions.

Both models compare reasonably well with the measurements, although the slopes for cirrus/aerosol were
found to be slightly smaller/larger than those observed, respectively. At a cirrus COT of 0.03 (within the 1σ
level for this study’s MPL retrievals—0.04), the cirrus model compares favorably with the measurements
having near identical slopes (not shown). Cirrus and aerosol model differences are attributable to the much
larger compositional parameter space of aerosols over ice.

Figure 6. (a) Spectral sensitivity of a combined aerosol (BB)-thin cirrus
(Deff = 4μm) scene, where cirrus height (at cloud base), thickness, and
extinction are 13 km, 0.5 km, and 1 km�1, respectively. The shaded red,
blue, and shaded orange curves represent (a) aerosol only, (c) cirrus only
for COT= 1, and (a + c) aerosol combined with cirrus, respectively. The
shaded colors depict the progressive increases in aerosol. Aerosol loading
increases from top to bottom, where (1–3) represent the incremental
increases in AOT (0.25-0.50-1.0). If loading is light to moderate (τ~0.25), the
combined signal adheres closer to the cloud spectrum, otherwise the
mismatch becomes more apparent. (b) Spectral slopes of combined
aerosol-cirrus scenes from λ=500–700 nm. The two groups of curves
represent aerosol-thin cirrus (gray: COT= 0.01) and aerosol-thick cirrus
(black: COT=1.0), respectively, with each curve depicting aerosol type.
Note the tendency to become spectrally flat as COT increases.
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5. Aerosol-Cirrus Test Cases

To illustrate the utility of the spectral
derivative technique, several cases of
combined aerosol-cirrus scenes from
BASE-ASIA were selected using the
AERONET Level 2 AOTs, MPL NRB profiles,
and retrieved cloud data from the MPL
cloud detection algorithm. COTs from the
MODIS MOD6 cloud product were
also used and served as a source of
independent, initial constraints for the
RTM’s cloud layer extinction. Note that
COTs retrieved from the MPL cloud
detection algorithm provided a bench
mark for comparing the results in this
study (section 6).

Pertinent MPL-retrieved data included
cloud base / cloud top altitudes and COT

for each detected layer and total COT across all layers. The algorithm uses a combination of two methods to
identify cloud boundaries from the Level 1 NRB profile [Campbell et al., 2008; Lewis et al., manuscript in
preparation, 2014]. The first method requires the first derivative of the lidar signal to exceed a minimum
threshold in order to detect a cloud layer. The assumption of a strong gradient in the signal makes this first
method best suited for low liquid-water phase clouds [e.g., Clothiaux et al., 1998] and is referred to as the
gradient-based cloud detection method (GCDM). The second method is designed for use in cases of weak
SNR and relies on uncertainties in the lidar signal. This method is primarily used to detect high clouds and is
referred to as the uncertainty-based cloud detection method (UCDM).

The cloud retrievals for this study are made using the UCDM. However, the GCDM is used to screen
clouds below 5 km whenever possible, in order to ensure that we have a relatively unobstructed view of
the upper troposphere, and thus optimal SNR for the UCDM. A 30min rolling average is used for the cloud
retrievals in order to decrease noise from the solar background. Chew et al. [2011] showed that uncertainties
in the parameterized lidar ratio largely contribute to uncertainties in the MPL-retrieved COT (a research-level
data product). For example, the authors showed that using a lidar ratio of 15/25 sr can lead to a mean-
estimated COT contamination of 0.067/0.12, respectively, in the Level 2 AERONET AOT at Singapore. The
current study used lidar ratios of 15 and 30 sr to cover a representative range given in the literature [e.g.,
Winker et al., 2009; Chew et al., 2011]. This range is designed to account for presumed variances of optical
properties for different cirrus clouds observed at Phimai (e.g., upper tropospheric convective outflow).

MODIS cloud data were obtained from NASA/Goddard Space Flight Center’s MOD06_L2 Collection 051
Terra product files [Platnick et al., 2003] over the domain of interest from 26 February to 5May 2006. The domain
is defined as a square box centered at Phimai (15.183°N, 102.565°E) extending 0.2° (~22 km) in each direction.
Statistics are computed for COT/CTP at all times available during the scan. Six optimal test cases were identified
(Table 3), where cirrus coexisted with aerosols (confirmed by AERONET observations) and were relatively
high level (>10 km) and perceptibly thin (i.e., cloud geometrical thickness) based on the MPL NRB profiles
(Figure 8). Cirrus cloud base altitudes (H) are mostly ~11–15 kmwith a thickness (ΔZ) of ≤1 km. One exception is
on 20 April, which clearly reveals multilayered cirrus at the time of the MODIS overpass (solid white line).
Corresponding total sky (i.e., hemispherical) images (not shown) for these cases reveal streaks of cirrus that are
barely discernible. For reference, a total sky image for 23 March is shown in Figure 4 of Huang et al. [2011].

Aerosols, on the other hand, are clearly evident in the PBL. Near-coincident ground-based Level 2 AOTs from the
AERONET Sun photometer were found within ±30min of the MODIS overpass. The Dashed and solid white lines
mark the MODIS overpass time plus ±30min, respectively, during which AERONET retrievals were found. Clearly,
the cloud screen algorithm [Smirnov et al., 2000] removed all of the cirrus data points on 12 April (i.e., there are no
dashed lines). However, for 12 and 23 March, the cirrus data were missed (Level 1 and 2 processed data were
equivalent) about the overpass time. Note the proximity of the dashed lines. It is plausible that the cirrus
layers for these two cases were relatively heterogeneous during the Sun photometer’s measurement

Figure 7. Model versus measured spectra for cirrus (top curves) and
aerosol (bottom spectra) for two extreme cases. See text for details.
The black/gray dotted lines denote the slopes for the measured/modeled
spectra, respectively, from λ=500–700nm. Noise in the measurements is
evident from ~λ=2200–2500.
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period (i.e., triplet stability and smoothness criteria both passed) and consequently were not screened. A
comparison of the Level 1 and 2 data revealed that cirrus data points were also removed for 20 April, 22
April, and 3 May. Thus, the cloud algorithm was effective for the majority of cases.

6. Results and Uncertainties

Following the methodology in section 3, cirrus COTs were derived for a total of 10 aerosol/cirrus model
combinations over the six cases examined. On average, the weights (w) that describe the percentage

Figure 8. (a–f ) MPL NRB profiles (in MHz km2μJ�1) for selected aerosol-cirrus cases during BASE-ASIA. The darkened regions along right-hand side of each
plot denote the times near solar noon when the MPL was shaded to preclude damage to the fore optic. The solid/dashed white lines mark the locations of the
satellite overpass and nearest AERONET retrieval times (satellite overpass ± 30min), respectively. Note that on 12 April, there were no AERONET retrievals around
the satellite overpass due to cloud screening. See text for details.

Table 3. MOD06 Cloud Statistics for Cirrus Cases

MOD06 Cloud Statistics

Cirrus Cases Cloud Parameters Median Mean Standard Min Max Sample Sizea Deviation (1σ)

03/12b COT 0.79 0.75 0.32 0.02 1.71 257
(03:25 UTC) CTP 367.5 503.5 284.8 200.0 1015.0 122
03/23b COT 1.08 1.09 0.43 0.01 4.03 745
(03:10 UTC) CTP 210.0 348.6 296.7 140.0 985.0 52
04/12 COT 0.72 0.75 0.39 0.01 1.82 160
(04:30 UTC) CTP 235.0 239.72 25.27 200.0 300.0 36
04/20 COT 2.46 3.07 1.51 1.22 14.01 1750
(03:35 UTC) CTP 200.0 202.5 19.03 160.0 245.0 72
04/22 COT 0.91 0.95 0.496 0.01 2.7 678
(03:20 UTC) CTP 337.5 578.8 362.4 200.0 1015.0 78
05/03 COT 0.98 0.917 0.317 0.04 3.02 419
(03:05 UTC) CTP 285.0 411.9 294.4 180.0 985.0 26

aDifferences in COT/CTP sample sizes are due to differences in resolution: 1 km for COT and 5 km for CTP.
bCirrus clouds not detected in AERONET L2 processing.
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variability in the measured spectra at
Phimai due to aerosols and cirrus were
found to be ~83% and 17%, respectively.
Consequently, the mean (±1σ) cirrus
COT over all models evaluated was
~0.08± 0.03. Results are summarized in
Table 4. The columns from left to right
depict the cirrus cases, the AERONET
Level 1 and 2 retrieved AOTs, the
corresponding weights (w) for aerosols
and cirrus (equations (4)–(6)), the derived
COTs (equation (9)) for each aerosol
model and their averaged values
(±1σ), and lastly the adjusted AOTs
(average±1σ) (equation (9)). Coincident
with the MODIS overpass times
(±1min), derived COTs ranged from as
low as 0.02 to as high as 0.33 with
minimum/maximum values occurring
on 22 April and 20 April, respectively.
The higher COTs on 20 April are likely
due to the presence of multilayered
cirrus clouds (Figure 8), which seem to
exhibit more complex structure. This is
consistent with the maximum MOD06
COT value in Table 3 for 20 April (2.46),
albeit is much larger by nearly an
order of magnitude, which may be
attributed to the inherent difficulties
in retrieving multilayered cirrus from
space [Marchand et al., 2010]. The
lowest COTs were found for 23 March,
similar to that reported by Huang et al.
[2011], along with 12 and 22 April.

Next, this study’s COTs are compared
with those derived from the MPL cloud
retrieval algorithm for each lidar ratio
(Figure 9). Errors bars denoting the ±1σ
in the data are indicated. Within the 1σ
range, the COTs over all the six cases
compare relatively well, with the
averaged MPL (lidar ratios 15/30 sr) and
ASD data being 0.09 ± 0.04 and
0.08 ± 0.03, respectively. Given the
differences in viewing geometry of both
instruments (MPL is a zenith-viewing
instrument whereas the ASD tracks
the Sun), these comparisons are
reasonable, yielding confidence in
the methodology.

Figure 10 depicts the COTs (Figure 10a),
the aerosol weighting coefficients
(Figure 10b), and the cirrus weightingTa
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coefficients (Figure 10c) as functions of
both aerosol model and cirrus case. Note
that the data were interpolated to help
visualize the differences between the
cases and models examined. Data values
lie along the grid lines, whereas points off
the grid do not bear any physicalmeaning.
The COTs for each case are shown in
Figure 10a with the lowest days being 23
March and 12 and 22 April. The sum of the
weighting coefficients in Figures 10b and
10c should be equal to 1, where the
influence of cirrus is balanced by the larger
aerosol contributions. The aerosol models
that best fit the measured data at Phimai
(≥85%: bright areas in Figure 10b) for
most cases were SO, SU (RH=90%), and

theWS (RH=90%) aerosols. The aerosol weights for theWI andWS (RH=0%)models were significantly lower than
the others, perhaps implying that during the experiment, (1) the crustal aerosols were not dominant and (2) the RH
was much higher. For SO, the combined 10μm thin cirrus model (SO10) achieved a better fit with the data than
did the 4μm thin cirrus model (SO4), suggesting a larger effective particle size.

Additionally, it was found that if the model’s column water vapor amount is gradually reduced with all other
parameters held constant, this has the effect of increasing the COT. This is because as the troposphere
becomes drier, scattering photons from cirrus clouds—which normally would get absorbed by atmospheric
water vapor—are now able to travel over longer path lengths unaffected by the drier layers. For example,
reducing precipitable water vapor in the model’s standard tropical atmosphere by ~50% nearly doubles the
COT (~0.003 to 0.005).

For the cases studied, AERONET-retrieved L2 AOTs ranged from 0.29 to 0.86 (Table 4). Note that the
AERONET L2 values were interpolated to the closest MODIS overpass times (Table 3). Consequently, for
3 May, the L2 and L1 values are shown to be equal even though the cloud screen algorithm did effectively
remove cirrus. Further evaluation of both L1 and L2 data sets revealed that for two cases (12 and 23 March
—marked by the single asterisk), the cloud screening algorithm did not detect cirrus. It is plausible that the
cirrus layers for these two cases were relatively stable and uniform during the Sun photometer’s
measurement period.

Primary sources of uncertainty in the derived cirrus COTs are mainly attributable to the modeled aerosol/
cloud properties, particularly aerosol composition and the MODIS MOD06 and AERONET-retrieved
parameters. Temporal offsets between ASD and MODIS observations can also add uncertainty to the derived
COTs. To minimize these effects, all spectral measurements, except for 12 April, are within ±1min of the
MODIS overpass. For 12 April, the closest temporal match was within 9min due to the unavailability of
the ASD data. Temporal offsets are related to changes in the Sun’s position and atmospheric conditions
which can alter the spectral profile. Additional uncertainties also stem from the choice of smoothing
parameters (i.e., filter width and order of the polynomial fit), as well as bandwidth Δλ over which the
derivative approximation is computed (section 3). Future work will investigate the effects of the smoothing
parameters and bandwidth Δλ in further detail. Standard uncertainties in COT are defined as the 1σ standard
deviation divided by the mean for each source x including aerosol model, MODIS MOD06 cloud properties,
and AERONET retrieved AOTs. The aerosol uncertainties are weighted with the values obtained in the
absolute solution (Figure 10b). The combined uncertainty is computed as

root-sum-square ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1ð Þ2 þ x2ð Þ2 þ…þ xnð Þ2

q
; (9)

by taking the root sum of the square of all sources (i.e., summation in quadrature), assuming that they are
independent from each other. Considering all the six cases, the total uncertainty was found to be ~57% with

Figure 9. Comparisons between the MPL and ASD COTs for each cirrus
case. MPL COTs are shown for lidar ratios 15 and 30 sr, for consistency
with literature, and to account for the variable cirrus clouds at Phimai
(section 5). The error bars denote the ±1 standard deviation.
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aerosol composition being the largest
(~59%), hence the importance of the
aerosol model. If the multilayer cirrus
case (20 April) is not considered, the
total uncertainty was found to be ~48%
with aerosol composition being the
largest (~45%). A summary of these
results is presented in Table 5.

7. Conclusions

Derivative spectroscopy was applied to
hyperspectral, ground-based solar
measurements during the 2006
BASE-ASIA field experiment to study
aerosols and cirrus clouds. A finite
difference approximation was used to
compute the first two derivatives of
measured/modeled transmitted
spectral fluxes. The informational
content of the media is encoded in the
shapes, magnitudes, and positions of
the resulting spectral peaks, mostly from
λ=350–750 nm, which are often
obscured in the original signals. Across
subbands of this region, aerosol and
cloud spectra exhibit opposite slopes
(~475–525 nm and ~550–570 nm) and
display subtle changes in their curvature
(λ~500 nm), where values of the second
derivative shift from concave up to
concave down and vice versa.

In general, cirrus spectra were found to
be relatively flat, whereas aerosol
spectra display many marked features,
owing to the diverse chemical
composition of aerosols over ice. In
the optically thin limit (COT ~0.03),
sensitivity experiments show cirrus

can be discerned from aerosols on the basis of their derivative spectra. Model simulations also reveal that
the broader 500–700 nm band yields valuable information for separating atmospheric components. For
mixed aerosol (BB smoke and AERONET models)/cirrus only cases, spectral slopes were positive/negative
respectively. The slopes are of opposite sign because the media’s absorption coefficients increase/decrease
across this band. In dry conditions, negative slopes were identified for sulfate/water-soluble species; however,

in moist environments, the slopes
become positive. When COT
increases for combined aerosol-cirrus
scenes, the slopes of the transmitted
spectra become nearly flat. However,
as COT decreases, the effect of
aerosols becomes more pronounced,
with the slopes increasing in
magnitude. In mixed scenes, the
tendency is for cirrus to pull the

Table 5. COT-Estimated Uncertainties

Source Uncertainty Comments

Aerosol modelsa 57% computed over 10 models
MOD06 COTs 16% ±1 standard deviation about the mean
AERONET AOT 1% ±0.01 at τ=0.50
Combined 59% over all cases

aDerived COTs for each model multiplied by their respective weighted
solutions (Figure 10b).

Figure 10. Parameter distributions over all the cirrus cases and aerosol
models examined for (a) partitioned cirrus COTs, (b) aerosol weighting
coefficients, and (c) cirrus weighting coefficients. The vertical/horizontal
axes denote the aerosol models and cirrus cases, respectively. The bright/
dark colors denote the high/low COTs and weighting coefficients,
respectively. See section 6 for details.
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slopes more negative as COT increases and vice versa. Derivative spectra of the aerosol models reveal distinct
differences in their spectral signatures which can be useful for developing aerosol classification schemes.

To illustrate the efficacy of this approach, first-/second-order derivative spectra were employed in a best two
model fit to determine the relative weightings of aerosols/cirrus in the observations. Consequently, cirrus
COT can be partitioned from retrieved AOT measurements. The technique was applied to selected
high-altitude cirrus cases, coincident with collocated ASD, MPLNET, and AERONET measurements during
BASE-ASIA 2006. The mean (±1σ) cirrus COT was found to be ~0.08 ± 0.03 which compared reasonably well
with the averaged MPL-retrieved values (0.09 ± 0.04 over lidar ratios 15/30 sr). Consistent with previous
studies, the measured spectra were mainly dominated by soot, sulfate, and water-soluble components.
Estimated uncertainties in the derived COTs for this study were found to be dominated by aerosol
composition (57%) with a combined uncertainty of 59%. Ongoing work will continue investigating (1) the
application of higher-order derivatives in hyperspectral data analysis and (2) the relationships between
aerosol/cloud properties (e.g., particle size, shape, refractive index, andmixtures) and derivative order. Future
work will build from current results to (1) develop aerosol spectral classification schemes and (2) advance a
more robust aerosol-cirrus detection algorithm to study, for example, cirrus properties and contamination
effects on aerosol retrievals. Undoubtedly, derivative analysis is a versatile tool that can be exploited for
studying the fine optical structure of atmospheric media in high-resolution, remote sensing data.
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